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1. (15%) Answer the following sorting problems.
(a) (2%) What’s the time lower bound for sorting?

(b) (3%) What’s the definition of a “stable sorting algorithm”?

(c) (4%) Given an optimal sorting algorithm that is not stable. Why the algorithm is not stable? Explain it.

(d) (6%) Given an algorithm to sort N integers in the range [0..NK], where k = O(loglogN). The time complexity of your algorithm should be better than O(NlogN) time. What’s the time complexity of your algorithm?

2. (20%) For each of the algorithms below, indicate their average-case time complexity.

(a) (5%) Construction of the optimal static binary search tree

(b) (5%) Insertion in a binary search tree

(c) (5%) Linear search in a sorted array

(d) (5%) Kruskal’s minimum spanning tree algorithm

3. (10%) Answer the following questions about the randomized algorithms.
(a) (5%) It is well-known that the randomized algorithm might not always be true. Why we employ such scheme to solve problems?

(b) (5%) Why the randomized step is necessary in designing an interactive proof?

4. (10%) Write a breadth-first search algorithm in recursive form.
5. (10%) Explain the main differences between the divide-and-conquer and the prune-and-search strategies by illustrating some examples.
6. (20%) Design an algorithm for calculating the GCD (Greatest Common Divider) of two positive integers m and n, which is often abbreviated as (m,n). What is the time complexity of your GCD algorithm for calculating (m,n)?
7. (15%) Suppose that all edge weights in a graph are integers in the range from 1 to |V|. How fast can you make Kruskal’s algorithm run? What if the edge weights are integers in the range from 1 to W for some constant W?
